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ABSTRACT
Analysis of movement expression is a multidisciplinary research do-
main, that exploits the contributions from a wide variety of research
fields, ranging from biomedical, computer science and robotic en-
gineering, moving through psychology, to dance and performing
arts. That is why there is the need to make tools also accessible to
students and researchers with a non-technical background to foster
their insights and facilitate their contribution. Since corpora are
usually multi-modal, when they come as motion capture (MoCap)
data, they could be quite difficult to analyze and annotate by peo-
ple with a non-technical background. Therefore, the present work
shows the prototype of a software tool that collects a library of
algorithms, to process raw MoCap data. The tool allows the user to
extract movement features through an easy workflow, interacting
with a user-friendly graphical interface (GUI). The GUI usability
has been preliminary user-tested with participants having different
expertise in human movement features extraction. During the exe-
cution of three tasks, users’ attitudes have been collected to assess
GUI’s ease of use and we found that it is perceived as a useful tool,
but it requires basic previous knowledge to be fully understood.

CCS CONCEPTS
•Human-centered computing→ Interactive systems and tools;
User interface toolkits.
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1 INTRODUCTION
This work presents the prototype of a software tool that collects a
library of algorithms to process rawMoCap data. The main purpose
of the tool is to provide students and researchers with an easy GUI to
support them in the movement features extraction process, through
a step-by-step workflow.

Human movement analysis is a wide area of investigation, most
of the time addressed from a multidisciplinary point of view. As a
result, data transformation and manipulation should be achievable
by researchers with any kind of background. This would allow
researchers with non-technical skills to be able to fully exploit cor-
pora and to easily annotate and extract features from raw data. For
instance, motion capture techniques range from less accurate, but
portable, markerless techniques, leveraging computer vision algo-
rithms, to highly accurate marker-based techniques using infrared
cameras systems, like Qualisys1 or Vicon2 Motion Capture systems.
Unfortunately, a technical background is often required to extract
information from recorded data, due to the technical nature of these
technologies and related tools to manage the obtained files.

Therefore, the software tool described in this work is mainly
intended for researchers and students, interested in human body
movement analysis, with a non-engineering background. Never-
theless, the tool is also suitable for expert researchers, since the
expressive gesture library it embeds allows to speed up the features
extraction process. Input data is meant to be marker-based MoCap
data, however, the tool accepts raw 3D trajectories data coming
from other sources (range imaging devices like Kinect, computer
vision techniques and so on), as long as they are provided in .tsv
(tab-separated values) format.

The tool consists of a library of algorithms for computing motion
features organized at different levels, according to the conceptual
framework described in [9]; it is based on EyesWeb XMI (eXtended
Multimodal Interaction) platform3 [6], an open hardware and soft-
ware platform to design and develop real-time multimodal systems
and interfaces. EyesWeb supports real-time synchronized record-
ings of multimodal channels and includes a number of software
libraries. These consist of many modules specifically developed to
extract information from movement data. For this reason, EyesWeb
is often used in human movement science. Despite this, it is not
easily accessible by everyone and, even for engineers and computer
scientists, it could be time-consuming to learn. Indeed a GUI tool
would overcome or fasten the filling of this gap. Moreover, the

1https://www.qualisys.com/
2https://www.vicon.com/
3http://www.infomus.org/eyesweb_ita.php
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tool will be available under an open-source license as an additional
toolbox to EyesWeb XMI [6] on the same website3 to allow users
to contribute to extend the library.

5.jpg

Figure 1: System implementation. TheGUI is linked through
the local network to the main EyesWeb patch and it allows
the users to interact with the algorithms in a user-friendly
way. The main patch takes raw data in .tsv format; it sends
data and user’s choices to the library patches, via UDP local
connections and it receives back the extracted features, that
are then saved as .txt files

2 RELATEDWORK
Human movement analysis is a multidisciplinary research domain
that heavily benefits from the insights coming from social sciences
and humanities (i.e. psychology, performing arts and so on). Despite
this, technologies and software used to process and analyze data
usually require a strong technical background that only researchers
with an engineering background own.

For instance, MoCap data can be processed with the MoCap Tool-
box for MatLab [5]. This toolbox is an open-source set of functions,
written in MatLab, that allows one to analyze and visualize MoCap
data. It is mainly intended for music-related movement, but can be
used for a wider scope. Another existing library is the Rigid-Body
Dynamics Library (RBDL) [10]. It is an open-source library written
in C++, that provides some algorithms to model and to compute
rigid-body dynamics and physical quantities, like velocities, accel-
erations, linear momentum and so on. Both the aforementioned
libraries require the users to have knowledge about MatLab or C++
environments or programming skills. The same EyesWeb XMI [6],
upon which the tool has been developed, offers a library of modules
for expressive gesture analysis [8], but it is not easily accessible and
even for engineers and computer scientists it requires they learn to
use the platform.
For what it concerns humanities, such as performing arts, the Jitter
library of Max/MSP [1] and MotionComposer [2] are often used.
The first is a library for the Max/MSP software, a visual program-
ming language for music and multimedia. The library provides a

set of objects for matrix calculations, hence for data represented
as such, like images and videos; the latter is a software leverag-
ing stereo-vision technology to process expressive gestures and
movements and turns them into sounds. As stated in [3] "these tools
however are specially conceived for artists rather than for researchers
needing scientifically reliable data". That is why the software pre-
sented in this paper meets the needs for a precise and reliable tool,
with an educational purpose for students and researchers without
a background in engineering or computer science fields.

3 THE TOOL
The software is intended to support researcherswith a non-technical
background during the process of properties and information ex-
traction from raw data. In order to successfully accomplish this,
some basic knowledge is required. Hence, users should be aware of
how the data recording process happens. Specifically, they should
know the concept of marker set, that is the configuration of reflec-
tive markers on the suit used during recordings with marker-based
MoCap techniques. Moreover, they should know the specificmarker
set used to record the data they are processing and the frequency
at which data has been recorded. The input data frequency is set by
default to 100Hz, since this is the typical frequency of marker-based
systems like Qualisys1, but it is a tunable parameter if necessary.
Software requirements are, instead, to have EyesWeb [6] installed
on the PC and also Python or MatLab, since they are required to
merge output files, that are saved separately otherwise.

3.1 The architecture
The system consists of three modules: the first one is the input mod-
ule, it stores and handles all input from the users; the second one
is the computation module and it deals with features computation;
finally, the third one is the output module and it returns the output
files.
Specifically, the input module takes data files, their related infor-
mation (i.e. frames number, marker labels and so on) and the user’s
interaction with the GUI. For instance, user’s inputs are: marker
set/subset configuration, features to compute and export options.
When the user starts the tool, the input module calls the compu-
tation module and sends it raw data and the user’s input via a
UDP (User Datagram Protocol) local connection. The computation
module automatically processes data and computes the features
selected by the user. The computed values are sent to the output
module through a UDP connection. The last module takes care of
creating .txt files and formatting them according to the options
user selected. Output files are a column vector of numbers, that are
the computed values of the feature at each frame.

3.2 Implementation & Workflow
The software modules have been implemented by mean of EyesWeb
XMI [6], that is a visual programming environment that allows
the user to synchronize and process multimodal data, connecting
blocks of code. This tool has been chosen since it provides an
extensive library of modules for gestures expressiveness analysis
[8]. Moreover, EyesWeb comes with a tool, EyesWeb Mobile, that
allows developers to design user-friendly interfaces to interact
with EyesWeb patches. These are applications that are made by
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(a) Select marker set tab (b) Custom marker set tab

(c) Select features tab (d) Extract features tab

Figure 2: Screenshots of the GUI tabs

interconnecting EyesWeb blocks and that the users can execute. The
presented tool consists of three patches - one for the tool execution
and two for deploying the library for feature computation - and
one meta-patch that runs the GUI.
The tool has been designed to guide the user in a step-by-step
process, breaking down the workflow into tabs. There are three
mandatory tabs and one optional (see Figure 2).

The first tab (Figure 2a) allows the user to:
• select the marker set used during the recordings. Preset con-
figurations are Old marker set, Sport marker set and Skeleton

• select a subset of the marker set turning on and off single
markers. For instance, only upper body, lower body, limbs,
and so on;

• browse the input .tsv file;
• browse the library patches.

The second tab (Figure 2b) is an optional step and it allows the
user to merge more data together. For instance, it let users to extract
features of a group of people (max three) like they would on a single
person. Moreover, it is possible to input a marker set with custom
labels, that are different from the available preset.

The third tab (Figure 2c) allows the user to:
• set the input data sampling frequency;
• select the features to extract from raw data. Features are
organized into three groups, i.e. physical signals, low-level
features and mid-level features [9].

Most of the algorithms have been collected fromprevious researches
on human expressive movements based on EyesWeb. For instance,
some features are: the bounding triangle symmetry [16], contrac-
tion indexes [7] like ellipsoid sphericity [18], smoothness [11, 12],

impulsivness [13] or directness [15]. Some features are computed
on the whole set of points selected in the first tab and they only
require to check the radio box; other features also require to pass
the marker labels as parameters, since they need specific points as
vertices of shapes (i.e. the vertices of the bounding triangle) or they
are computed on a single point. The latter (that are kinematics and
directness [15]) can be computed on up five different points at the
same time.

The last tab (Figure 2d) allows the user to:

• merge all extracted files into one, choosing between two
programming tools to achieve this (i.e. Matlab or Python)
and to browse their executable files;

• export files with or without an EyesWeb header;
• select the destination folder for the exported files.

4 EVALUATION
Since the tool is at its earliest stage, an interactive prototype has
been proposed to a group of volunteers, in order to assess the GUI’s
weaknesses and strengths. We chose to recruit participants with
a variety of backgrounds, from researchers in human movement
analysis to naive people, in order to investigate qualitative data. We
aimed to understand to what extent users could trust the interface
and found it easy to use.

4.1 Methods
12 volunteers were recruited, with a mean age of 30 years (SD=9).
Among participants, only 4 were engineers or computer scientists.
In order to assess users’ attitude, a simple user-test was carried out
remotely, on the Microsoft Teams platform. Since some participants
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were foreign to humanmovement analysis and research, some slides
were provided with images and a glossary of MoCap terminology.
Then, the experimenter gave users remote control of his desktop
to allow them to freely explore the GUI for 10 minutes, in order to
make them familiarize themselves with options and functionalities.
If they felt comfortable enough they could stop earlier and start with
tasks execution. Users were asked to perform three tasks (Table 1)
and data were collected by means of think-aloud techniques. At the
end of the experiment, we asked for anonymous comments with
an online form.

Tasks
1 You’ve been provided with a file named "t_1_s_1.tsv", that have been recorded with

the Skeleton marker set. You’re interested in extracting the whole body Kinetic Energy
and the perimeter of the Bounding Triangle of the head and the hands. You want files
to be concatenated with Matlab, without the header and to be saved on the desktop.

2 You’re interested in extracting features from multiple files at once. Files are named
"t_1_s_1.tsv" and "t_1_s_2.tsv" and have been recorded with Skeleton marker set.
Features you’re interested in are: Distance from the head in file t_1_s_1 and the head
in file t_1_s_2, points density of both and the speed of the left hand of the file t_1_s_1.
You want exported files not to be concatenated, without a header and to be saved on
the desktop.

3 You’ve been provided with a dancer trajectories file. It is named "t_0018_clean_format.tsv"
and it’s been recorded with the "Old" marker set. You’re interested in extracting some
features of the upper body (from head to hips, upper limbs included). You’re interested in:
bounding box volume, left hand and right-hand distance, directness of the head
with a fixed number of points at 25 and left-hand acceleration. You want exported files
to be concatenated with Python, with the header and to be saved on the desktop.

Table 1: Texts of the tasks provided to each participant dur-
ing the user testing. Texts were written in the Microsoft
Teams platform chat and available to the user during the
task execution

4.2 Results & Discussion
In general, participants could perform tasks without major prob-
lems, except for Task 2 (see Table 1), which appeared to be confusing
for most of them. In Task 2, participants were asked to manage
two files and to use the Custom marker set option, some of them
reported problems saying that the option implementation "wasn’t
immediately comprehensible". Many complained about the absence
of feedback from the system when creating a custom set of points.
Moreover, it has been suggested that "in case of operations on a
single file, it would be useful to make text fields unfillable/to make
operative «Custom marker set» only if files are more than one". This is
because, as reported by many participants, it was not clear whether
the Custom marker set options was a mandatory step to take or just
an additional one. Despite critical points in Task 2, Task 1 and 3
returned good feedback.

In the online form users stated that during Task 2 they "[...]started
to understand what was required and the third task was already eas-
ier." or that they "became more and more familiar with the interface"
along with the tasks execution. This gave us a slight insight about
GUI learnability, making us expect to find a good, but improvable,
slope of the learnability curve during future work.

Indeed, it emerged that the interface is not immediately intuitive,
but a short phase of learning is necessary to fully understand its
workflow (Table 2). That is why we aim to make it more intuitive
in further design iterations, in order to make it more accessible to
people without previous knowledge.

Moreover, useful insight emerged from participants think-aloud.
For instance, many of them said they would have appreciated a
"select/deselect all" button. It also emerged the need to improve the
interlock design [14], which means to prevent the accessibility to

Qualitative data
Topic Answer
Ease of use/
Learnability

"I have found the first task quite difficult compared to the next ones[...].
During the second one, I started to understand what was required and
the third task was already easier. In the beginning, I felt a bit frustrated and
confused, but with a careful analysis I cleared my mind regarding the task to do."
"I think that the system can work well for a user with a minimum of previous
knowledge, making otherwise complex operations much easier. On the other hand,
it may leave the occasional user confused and doubtful at first, but I think the
learnability is very good: personally, I became more and more familiar with
the interface as I carried out the tasks."
Regarding the growing "tendency" in the use of software (GUI, UE, UI, ID, etc...)
to be self-explanatory, some options "slow down" their use, as long as they are not
properly understood. Once "learned"... I would say that it is a great tool to
automate/speed up the whole process of feature analysis!

Table 2: Sample answers from participants’ online forms

following steps until previous ones are not correctly executed. We
plan to make all tabs locked until the users select all options from
the current one and they confirm they want to proceed.
Furthermore, we found that it could be necessary to give users more
information about their actions. For instance, we saw it would be
convenient to provide a list of the available points, selected in the
Marker set tab, during the features selection step, avoiding the user
to go back and forth from the two tabs.

5 CONCLUSION AND FUTUREWORK
Futureworkwill include implementation and correction of elements
highlighted as missing or critical. We aim to improve the workflow
by mean of an interlock design and to provide more feedback to
the users about their actions (i.e. the list of points available or the
list of features selected to double-check before starting extraction).
We aim to implement a visualisation tool as well, to allow the user
to have insights about the extracted features during the extraction
process. In addition, further usability investigation will be carried
out. We aim to involve more people during the user-test, to start
a reliable quantitative analysis of the GUI efficacy and efficiency
(i.e. error rate and time-base efficiency) or users’ satisfaction. The
user experience will be assessed through validated questionnaires,
like the System Usability Scale (SUS) [4] and the User Experience
Questionnaire (UEQ) [17]. They will give us a measure of partic-
ipants perceived perspicuity and self-efficacy, dependability and
many other scales. Nevertheless, a supportive qualitative analysis
will be kept to be able to know and understand users’ needs. We
aim to conduct focus groups involving both experts and novice
researchers, since the former can help to design the tool being more
responsive to real research scenarios, while the latter will help to
highlight key aspects of the user experience. Moreover, we aim to
collect more algorithms for feature computation.
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